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Abstract

The objective of this study is to provide an opera! definition of principles with which well-forad
ontologies should comply. We define fifteen suchmgiples, related to classification (e.g., no hiehécal
cycles are allowed; concepts have a reasonable exuailxhildren), incompatible relationships (eigup
concepts cannot stand both in a taxonomic andtipartielation), dependence among concepts, anddhe
dependence of equivalent sets of relations. Inipi@ations — embedded in concept names or infdroed
a combination of explicit relations — are usedliis fprocess in addition to the relations explicit®pre-
sented. As a case study, we investigate the dégmehich the Foundational Model of Anatomy (FMAp—
large ontology of anatomy — complies with theste@h principles. The FMA succeeds in complying with
all the principles: totally with one and mostly wihe others. Reasons for non-compliance are asdhigmd
suggestions are made for implementing effectivereeiment mechanisms in ontology development envi-
ronments. The limitations of this study are alsrdssed.

Keywords ontology; anatomy; Foundational Model of AnatoMA); consistency; hierarchical circular relations
dependence; relations equivalence.

1. Introduction

Ontology modeling principles — specifying syntacitd semantic rules and constraints — are de-
signed to ensure the soundness and consistentye aepresentation, conditions under which on-
tologies can serve the purpose of knowledge shanmbgreuse. While some principles are general
and therefore applicable to most ontologies, othegsspecific to the domain being represented. In
some systems (e.g., description logic-based sy¥tear®ms are used to implement such princi-
ples, thus enabling automatic classification andsstency checking. More generally, however,
principles can be stated in natural language aad as guidelines by ontology developers.

Unlike concepts and relationships, the principledofved by ontology developers are rarely
specified explicitly. Most ontology authoring toals not even offer such capability. For example,



an anatomical entity such &sbe of lungmay subsumé&obe of left lungandLobe of right lung

but the classification criterion used here — ldilgra- is not represented explicitly. As a conse-
qguence, other developers contributing to the deweémt of the same ontology may use a different
spatial criterion — equally valid — for classifyihgbe of lunginto Upper lobe of lungandLower
lobe of lung This simple example illustrates that the laclewplicit articulation for classification
criteria and, more generally, for modeling prineipis likely to lead to inconsistent representation
especially in large ontologies. From the perspectif applications, consistent representations are
required for tasks such as ontology integration@mdlogy mediation, crucial to the semantic web.

The objective of this study is to assess the defgreehich an ontology complies with modeling
principles and to investigate methods whereby c@npé with these principles can be enforced. In
practice, we first outline ontology modeling pripleis for which we provide operational defini-
tions. Then, using these definitions, we assessdh®liance of an ontology with these principles.
Finally, we analyze reasons for non-compliance sughest possible solutions for better enforce-
ment.

The ontology under investigation is the Foundatidhadel of Anatomy (FMA). We selected the
anatomical domain because it is central to bionieeid/Vhile macroscopic anatomy is required for
the representation of diseases and procedureslkuacanatomy has become increasingly impor-
tant for molecular biology. The FMA is a large-gahtology of anatomy comprehensive enough
to support clinical applications.

Several approaches to assessing consistency itogie® have been suggested. Jones and Paton
presented five types of problems in the formal espntation of hierarchical knowledge [1]. The
OntoClean methodology evaluates the nature of ptiegeinvolved in taxonomic relationships
based on a set of meta-properties originating fptmosophical notions: identity, essence, unity,
and dependence [2, 3]. In the biomedical domain,reeently investigated how the description
logic-based terminology SNOMED CT complies withngiples of classification [4]. In another
study of SNOMED CT, Ceusters and al. used ontoldgamd linguistic information to identify
missing relations and improper assignment of m@stiips [5]. As one of the few large-scale on-
tologies of anatomy, the FMA has been investigdteth various perspectives. Relevant to our
study is the work of Schulz and al., who transfadrtiee FMA into a description logic-based repre-
sentation (“Structure-Entirety-Part triplets”), hyhich some taxonomic and partonomic cycles
were identified [6, 7].

The major contribution of this study is to provide operational definition of fifteen principles
related not only to classification, but also toieas aspects of dependence (both among concepts
and among sets of relations). As a case studynhwesiigate the degree to which the FMA com-
plies with these principles. The algorithms we iempénted for assessing and enforcing these prin-
ciples are independent of the system in which tMAFvas developed. However, validation
mechanisms derived from these principles could W& m ontology development environments
(e.g., as plug-ins in Protégé-2000 or axioms ané extensions in description-logic-based sys-
tems).



2. Materials

The Foundational Model of AnatorhfFMA) is an evolving ontology that has been undievel-
opment at the University of Washington since 198449]. Its objective is to conceptualize the
physical objects and spaces that constitute theahumody. The FMA was developed around ten
foundational principles:

« Unified context principleStructural anatomy is the only perspective carad (as opposed to
functional or clinical anatomy).

« Abstraction level principleThe FMA represents canonical (not instantiatedtamy.

+ Species specificity principl&Vhile currently focusing on human anatomy, highel classes in
the FMA are defined to represent the anatomy debeates in general.

- Definition principle Aristotelian definitions are provided for highvtd classes.

- Dominant concept principleEach class in the FMA is defined in referencehi® dominant
class Anatomical structurg

« Organizational unit principleCell andOrgan are the two organizational units and every other
anatomical structure either constitutes or is dtuistl by cells and organs.

« Content constraint principleThe largest anatomical structure representethéenRMA is the
whole organism; the smallestBsological macromolecule

+ Relationship constraint principleThe three types of relationships among anatoneaéties
represented in the FMA are 1) class subsumptiostatjc physical relationships and 3) rela-
tionships indicating transformations between dgwelental stages.

« Coherence principleThe anatomy taxonomy is organized as a tree l&singeritance class
subsumption hierarchy), withnatomical entityas its root.

+ Representation principldn addition to being an ontology of anatomy, #¥dA is also con-
cerned with terminology and collects the names {iyas English and Latin) of the entities it
represents.

The version of the FMA under investigation in tpeper [February 9, 2004 version] comprises
69,889 classes covering the entire range of magpiascmicroscopic, and subcellular canonical
anatomy. Concept names in the FMA are pre-coorelihatnd, in addition to preferred names (one
per concept), 40,683 synonyms are provided (upder@oncept).

The FMA is implemented in Protégé-23p@ frame-based ontology editing and knowledge ac-
quisition environment developed at Stanford Uniigrgl0]. Ontologies developed in Protégé-
2000 are composed of classes and instances, clasisgsorganized in taxonomic hierarchy. Slots
and facets are another important component of flaased systems: slots specify relationships be-
tween classes and describe class properties; fexgtsss constraints on slots.

The FMA is modeled by the taxonomic relationshga. Additionally, seven kinds of partitive
relationships are usedART OF GENERAL PART OFCLINICAL PART OF CONSTITUTIONAL PART QFRE-
GIONAL PART OF SYSTEMIC PART Qrand 2D PART Ok All the partitive relationships have inverses:
PART, GENERAL PARJTCLINICAL PART CONSTITUTIONAL PARTREGIONAL PART SYSTEMIC PARTand2D
PART, respectively [11].

There are also 74 associative relationships, BRRNCH OF CONTAINED INGNdNERVE SUPPLY OF
of which 38 have inverses (e.@RANCH/ BRANCH OFand CONTAINS/ CONTAINED IN. CONTINUOUS

! http://fma.biostr.washington.edu/
2 http://protege.stanford.edu/



WITH is its own inverse, and 35 associative relatigrsklio not have inverses (e EASCICULAR AR-
CHITECTUREaNdHAS WALLI).

Taxonomic, partitive, and associative relationstiipls concepts to other concepts. In addition to
such relationships, there are 121 slots in the Fddacribing atomic properties of concepts, whose
types are Boolean, Integer, Symbol, String andahmsf. For example, the sletas MAssaccepts a
Boolean value (true or false).

In addition to the properties represented throwaations and slots, the classification principles
defining the higher level classes of the anatomgriamy are made explicit through textual defini-
tions for these classes. In practice, each subdivis the tree is motivated by a single property
(e.g.,HAS MASE The number of subclasses for a given classtevadned by the possible values for
the corresponding property (e.gAs MASSyes/no). The top-level of the anatomy taxonomses
resented in Figure 1 along with the classificatiateria for these classes.
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Figure 1 — Top-level classes of the anatomy taxgnofithe FMA
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3. Definitions

An ontology is defined as a theory of reality (inlpsophy) or a conceptualization of what exists
(in artificial intelligence). In practice, an ontgly consists of categories of individuals organized
taxonomies and connected by various other reldtipas This is the reason why a graph structure
is often used for representing ontologies. In oitdebe able to assess and enforce the modeling
principles for ontologies, we start by defining tfslowing notions: graph structure, taxonomy,
and ontology. Definitions of these notions focusstmictural aspects and are not intended to cap-

% Instances in the FMA correspond to special tygestab values, not to the realization of anatomimahcepts as it is
generally understood



ture all aspects of ontologies (for a formal deiom of biological classes and ontological relaspn
see [12, 13]).

A graph G consists of two sefd andE. N is a nonempty set of nodes, dads a set of edges, an
edge being a pair of nodes frawa G is directed if its edges are directed. The nodenfwwhich a
directed edge originates is called the source badhe in which it terminates is the target. A path
in a directed graph is a sequence of nedesXx, ..., %> (n>0) where every two adjacent nodegs
andx1 (0 <i <n-1) are source and target, respectively, of some.ebye path is direct ih=1;
indirect otherwise. The path is called a cyclgitindx, are the same node. A graph is acyclic if it
has no cycles.

[l

A taxonomy is a directed acyclic graph satisfying the follogiconditions:

(1) The nodes in the graph are concepts (or classestegoriedy.

(2) An edge betweer andy represents a direct taxonomie-£) relationship fromx to y. x is
called a child (or subclass or subcategoryyandy a parent (or superclass) »f A concept-
relationship-concept triplex, Is-A, y>, called a relation, can also be used to reprakentdge be-
tweenx andy.

(3) A taxonomic (s-A) relationship holds between concep@ndy (i.e.,<x, IS-A, y>) if (a) xis a
child ofy, or (b) there exists a concepsuch that the two relatiorsx, I1S-A, z> and<z, I1S-A, y>
hold. If <x, 1s-A, y> holds,x is called a descendant pfandy an ancestor af; in such cases is
more specific thag (or is subsumed by) andy is more general than

(4) There is one and only one concept, called the ebdhe taxonomy, which has no parents.
Every concept except the root has at least onexpare

(5) The conceptgy, », ..., % (N>1) are called siblings if they all have the samespar

A concept is called a leaf if it has no childrerthe taxonomy. Single inheritance characterizes a
taxonomy where every concept except the root hasao only one parent. Conversely, multiple
inheritance characterizes a taxonomy where at teastoncept has more than one parent.

0

An ontology is composed of at least one taxonomy and may dempeveral distinct taxono-
mies. Concepts across taxonomies do not standamamomic relation. Concepts in an ontology
represent categories of things existing in readityabstractions generated for classification pur-
poses. Each category or abstraction is represex@&ctly by one concept. Additionally, an ontol-
ogy may satisfy the following:

(1) In addition to theis-A relationship, partitive (meronomic) relationshipsy hold between
concepts, denoted ARTFOF. EveryPARTOF relationship is irreflexive, asymmetric and trains.

Is-A andPARTOF are also called hierarchical relationships.

(2) In addition to hierarchical relationships, assaeetelationships may hold between concepts.
Some associative relationships are domain-spg@fae, the branching relationship between arter-
ies in anatomy and rivers in geography).

(3) Relationshipg andr’ are inverses if, for every pair of conceptandy, the relationsx, r,
y> and<y, r’, x> hold simultaneously. A symmetric relationshiptgsown inverse. Inverses of hi-
erarchical relationships are callBWERSEIS-A andHASPART, respectively.

“ The three termsoncept class andcategoryare used interchangeably throughout this paper.



(4) Every non-taxonomic relation afto z, <x, r, z>, is either inherited<y, r, z>) or refined €y,
r, > wherez’ is more specific tham) by every childy of x. In other words, every chilgof x has
the same propertieg)(as it parent or more specific propertieg.(

(5) In addition to inter-concept relationships, coneeptay have various properties, some of
which are constrained by type (e.g., Boolean atehar), value range, cardinality, etc.

0

Hierarchical relationships are generally consideede partial ordering relationships, i.e., re-
flexive, antisymmetric, and transitive [14]. In ptige, however, the convention used in most on-
tologies is that thes-A relationship is irreflexive. Hence we define adla@my as acyclic. Simi-
larly, irreflexive partitive relationships definke so-called proper parts in some systems or #&&ori
[15]. In this paper, we refer t8-A andPARTOF as hierarchical relationships.

4. Ontological principles

In addition to the structural aspects of ontologlened earlier, there are principles of good on-
tology modeling. In this section we discuss sudhgiples related to taxonomy, relationships, and
dependence. Some of these principles are indepedehe domain and others are specific to
anatomy, the domain under investigation in thisgpapphe compliance of the FMA with the princi-
ples presented in this section will be investigatethe next section.

4.1. Principles related to taxonomy and relationships

We usexy -1 — X1—12 — X ...—h — X, t0 denote a path between the concepts x, in the graph
structure of an ontology, wheresO andr, r», ... andr, are relationships (hierarchical or associa-
tive). According to the definition given for a taxamy, there should be neA cycles in an ontol-
ogy. Analogously, according to the definitionrReRFOF relationships, there should be P&RFOF
cycles in an ontology. This means that for evenyceptx, there should be no paths suchxass-

A- ... 4S‘A— X Or X -PARFOF - ... -PARFOF — X, WherePARTFOF represents any partitive rela-
tionship. Cycles containing a mix A andPARTOF relationships are not allowed either.

In addition to concepts, relationships can be demphin taxonomies. Relationship being a
child of relationshipr, implies that for every pair of conceptandy, <x, r, y> holds if<x, ry y>
holds. Some relationships are incompatible withepttelationships. If relationshipgs andr, are
incompatible, there is no pair of conceptandy for which<x, r; y> and<x, r y> hold simulta-
neously. For examples-A (representing class subsumption relationship)ramtOF (representing
part-whole relationship) are incompatible and stidag clearly distinguished within an ontology
[16]. Incompatibility can also occur among varidasds of PARTFOF relationships. The FMA, for
example, defines seven differe?dRTOF relationships, four of which are incompatible wihch
other CONSTITUTIONAL PART QFSYSTEMIC PART QRREGIONAL PART ORRNd2D PART Of [11]. Finally,
incompatibility can also occur between hierarchi@madl associative relationships, or among asso-
ciative relationships themselves. For exampleyetetionship8RANCH OFandTRIBUTARY ORN the
FMA describe the spatial connections (subdivisiad aonfluence) of linear portions of tree-like
structures such as veins, arteries, and nerveseTtw associative relationships are therefore in-
compatible with boths-A andPARTOF relationships.



Taxonomies can be thought of as the backbone oh&mogy. Each taxonomy is organized ac-
cording to classification principles. A classifiat criterion defines the difference between a give
concept and its children. The classification crexssociated with top-level classes in the anatomy
taxonomy of the FMA (spatial dimension, mass, ienéthree-dimensional shape, dimensionality)
have been presented in Figure 1. Other major @iterthe anatomical domain include the presence
of a cavity (cavitated vs. solid organ), the in&rarchitecture (parenchymatous vs. nonparenchy-
matous), the organizational pattern (lobar, coniedullary, etc.) Additional criteria used to funthe
classify anatomical entities include spatial critge.g., right/left, upper/lower, anterior/poste)j
temporal criteria (e.g., permanent/deciduous), shapy., long/short), and size (e.g., large/small).
Ideally, a classification satisfies the so-callgairitly exhaustive and pairwise disjoint” rule. §hi
implies that every concept should be classifiedly one criterion, although several classification
criteria may be used at different levels in thessification. Additionally, every child should diffe
from its parent by at least one difference (e.gfekknt values for a given slot). Moreover, each
concept should have at least two children. Alldigh of a given parent have distinct characteris-
tics (differentiae) compared to their parent (g¢rausl all differ from one another.

4.2. Principles related to dependence

In an ontology, some entities are dependent orr @hities. For example, concepts depend-
ent on concepy whenx cannot exist unlesg exists. The multiple aspects of dependence among
concepts in an ontology include physiological, ehuegical, functional, and practical dependence
[17]. [18] investigated the ontological, lexicaldantatistical dependence relations in Gene Ontol-
ogy. In the following, we discuss two types of degence relations: concept dependence and con-
cept-relation dependence, both deriving from tefnes, concept names). Unlike terminology, on-
tology is not directly concerned with naming emsti In practice, however, terms often reflect de-
pendence relations among concepts. Concepts gremae at least one name. Multiple names for
a concept are synonyms and concepts may be idgehkifi one unique preferred name.

Concept dependence reflects the necessary co-existence of entitiegatity. For example, in
anatomy, any entity whose name contains the woml™e.g., Thoracic wal) indicates an onto-
logical dependence on the entity bounded by this (vare, theThoraX. Similarly, Nail wall is not
expected to be presentNil is not defined in the ontology. More generallynme such aSubdivi-
sion of xor Organ component of ghould not exist in an ontology unlessxists. Analogously, en-
tities such a®rimary x andSecondary jare not expected to exist independently of eabbradr
independently ox.

Beyond dependence relations, terms may also endrgalig relations, of which concept depend-
ence is the byproduct. We call this kind of depewegebetween concept names and relatoons
cept-relation dependence. In anatomy, concept names suchrasracic wallnot only reflect the
dependence ofhoracic wallto Thorax but also indicate that thehoraxhasThoracic wallas one
of its parts. Other types of relationships (ega) can be embedded in concept names. For exam-
ple, Sweat glandndicates thaSweat glands a kind ofGland



4.3. Principles related to co-dependence of equivalet#tions

Relation equivalence is exemplified by the reification #aRFOF relationships. It consists of us-
ing a concept name@art of Wto subsume a conceptinstead of using BARFOF relationship be-
tween the concef? (the part) andV (the whole). The two representatiot®, is-A, Part of W>and
<P, PARFOF, W> are equivalent for most purposes. In additionséhéwo relations are co-
dependent, i.e., they cannot be modified or remanddpendently of each other. Concept names
reifying PARTOF relationships in the FMA includ8ubdivision of WandOrgan component of W
whereW is a concept present in the ontology. For exangiédivision of handuggests that all of
its descendants, e.ddand proper stand in part of relation witAland <Hand proper,REGIONAL
PART OF Hand>is also present in the FMA. Therefore, the twatiehs<Hand proper,is-A, Sub-
division of hand>and<Hand proper,REGIONAL PART OFHand> are equivalent and co-dependent.

Relation dependence reflects logical or semantic connections amonagti@hs. For example, the
two relations<x, IS-A, y> and<y, PARFOF, z> can be combined logically and their combinatomn
IS-A, Y> A <y, PARFOF, z> implies<x, PARTOF, z> [16]. In other words, the relatiorx, PARFOF,
z> is equivalent to the combination of relations IS-A, y> 4 <y, PARFOF, z> and the two sets of
relations{<x, PARFOF, z>} and{<Xx, IS-A, y>, <y, PARTOF, z>} are co-dependent. When the three
co-dependent relations are explicitly representedn ontology, the modification of anyone of
them requires that the other two be checked fadital

In a previous study [19, 20], we noted that refaiare not always explicitly present in the FMA,
and we proposed methods for making such relatigpkcé for the purpose of aligning anatomical
ontologies. More precisely, we investigated aug@mt methods for acquiring relations embed-
ded in concept names (i.e., reified relations) srierence methods for generating new relations
from a combination of existing relations.

Examples of relations acquired by augmentatiorushekFinger, PARFOF, Hand>. Unlike Hand
proper, Finger does not have an expligRTFOF relation toHand Instead,Finger is a child of
Subdivision of handTherefore, we created the relatisRinger, PARFOF, Hand> from <Finger,
IS-A, Subdivision of hand>whereSubdivision of handeifies a partitive relation to hand. Relations
can also be captured by various other linguistiengmena such as nominal modification and
prepositional attachment. The former often reprissarhyponymic relation involving the head of
the noun phrase (e.dgSweat glands a kind ofGland). In anatomical terms, prepositional attach-
ment using “of” P of W often denotes a patrtitive relation betw&eandW (e.g.,Neck of femurs
part of Femun).

Inference consists of generating new relations foombinations of existing relations. The infer-
ence rules we used generate a partitive relatibnesn a specialized part and the whole and be-
tween a part and a more generic whole. For exartiperelation<Atrioventricular valve PARFOF,
Heart> can be inferred froreAtrioventricular valve,is-A, Cardiac valve>(explicitly represented)
and<Cardiac valve PART-OF, Heart> (generated by augmentation).

Augmentation and inference can be seen as a ayraifathe dependence relations presented
above. In both cases, the implicit relations angeeted to be consistent with the relations expicit
represented. In what follows, we take advantagg@fmethods developed for identifying implicit
relations for checking the consistency of dependeatations.



5. Operational definition of ontological principles

We want to study the degree to which the FMA coasplith fifteen principles selected from the
ontological principles presented in section 4. Tifieen principles listed in Table 1 are related to
hierarchical cycles, classification, incompatibétationships and dependence. Additionally, some
principles are applied to relations representediaitly.

Table 1 — Operational definition of the principles

S

Dt

Principle Definition
Hierarchical | H; | Nois-A hierarchical cycles are allowed.
cycles H> | No PARTOF hierarchical cycles are allowed.
T, | Every non-leaf concept has at least two children.
T, | Every concept has a reasonable number of childedatie to other con
Classification cepts in the same qntplogy). — . .
T3 | In every group of siblings, each concept has sjgepibperties or relation
to other concepts.
T, | Every non-leaf concept is classified according sinale criterion.
R; | For every pair of conceptsandy, x andy do not have botls-A andPART
OF relationships.
Incompatible R, | For every pai_r of C(_)nceptsandy, x andy have at most one kind of the fo
. . PARFOF relationships:CONSTITUTIONAL PART QFSYSTEMIC PART QFRE-
relationships
GIONAL PART OFRand2D PART OF
R3 | For every pair of concepisandy, x andy do not have botBRANCH OF(or
TRIBUTARY OF and hierarchical relationships-@ or PARFOF).
D; | ConceptSubdivision of Xor Organ component of)>does not exist unles
concepix exists.
Dependence D, | Term containing the word “wall” indicates that tberresponding concey
hasPARTOF relationship to some larger concept.
C, | The co-dependence between equivalent relatanss-A, Subdivision of y>
Co- (or <x, Is-A, Organ component of y>and<x, PARTFOF, y> must be identi;
dependence fied.
of equivalent | C, | The co-dependence between equivalent sets ofaetdix, IS-A, y> <y,
relations PARFOF, z>} (or {<X, PARFOF, y> <Y, IS-A, z>}) and{<X, PARFOF, z>}
must be identified.
Implicit I; | The implicit relations are consistent within thefhass.
relations I, | The implicit relations are consistent with expligtations.

6. Methods and Results

In order to study the degree to which the FMA caewlivith the principles in Table 1, we first
acquire the terms, concepts, and relations expli@presented in the FMA. In addition, we extract
implicit relations and study their consistency.



6.1. Acquiring terms, concepts, and explicit and implielations

Acquiring terms consists of extracting both thefegmed name and synonyms (if any) of every
concept. Acquiring relations consists of extracting relations explicitly represented. Then, these
relations are complemented with missing inversatiais. For examplesRight lung, CLINICAL
PART, Apex of right lung (viewed clinically)is an explicit relation in the FMA but its inverssla-
tion is missing. In order to make the relationga&oted from the FMA complete in terms of inverse
relations, we generated the missing ones (gApex of right lung (viewed clinically)gLINICAL
PART OF Right lung>, but still consider them as explicit relationss shown in the upper part of
Table 2, 367,224 relations are explicitly repreedrtetween concepts in the FMA, 93% of which
are hierarchical relations. After complementatitve, number of relation increased by about 25%.

As mentioned earlier, many relations are not ekplicepresented in the FMA. Instead, the
FMA-based applications such as OQAFMA [21], EmR2] and GAPP [23] communicate directly
with the FMA knowledge base and explore paths anwasses dynamically. We are not suggest-
ing that all possible relations should be repre=steixplicitly. However, we argue that all relations
FMA-based applications generate should be compatiblong themselves and with the relations
represented explicitly. Implicit relations can bmgaired, for example, by augmentation and infer-
ence (see section 4.3). As shown in the bottomgiarable 2, 198,330 hierarchical relations were
created by augmentation in the FMA (excluding tHations represented explicitly), 39% of which
came from reifiedPARTOF relations and 61% from other linguistic phenoméomapositional at-
tachment and nominal modification). A total of 181584 relations were generated by inference
(excluding the relations represented explicithaoquired by augmentation) [20]. Inference resulted
in many more relations because the inference meapplied perform like the transitive closure of
the combination ofs-A andPARTOF.

Table 2 — Number of explicit and implicit relatiomsthe FMA

Explicitly represented 367,224
Explicit relations (direct) | Complemented 92,480
Total 459,704
Augmented 198,330
Unique implicit relations | Inferred 11,581,584
Total 11,779,914

6.2. Hierarchical cycles (Hand H)

PrincipleH;: For every concept, we created the set of all the concepts reachiediex through
the 1s-A relationship, directly or indirectly. This set abitutes thas-A transitive closure fox, de-
noted byisaTransClosure(X)If x /7isaTransClosure(x)anis-A hierarchical cycle is identified. No
IS-A cycles were found in the FMA.



Principle H,: Similarly, we created thearTOF transitive closuréfor every concep, i.e., the
set of all the concepts reachable franthroughPARTOF relationships, directly or indirectly, de-
noted bypartofTransClosure(x)If x /7partofTransClosure(x)aPARTOF hierarchical cycle is iden-
tified. 32PARTOF cycles were identified. One such cycle is dire8Keletal musclesYSTEMIC PART
OF, Skeletal muscle while the others are indirect (e.Right conjunctival sacPART OF- Right
conjunctiva -SYSTEMIC PART Ok Right conjunctival sgc

6.3. Number of children per concepts; @nd )

We counted the number of children of every concepich ranged from O (for leaf nodes) to
221. There are 23,368 non-leaf concepts in the F&&punting for about 33% of all FMA con-
cepts. Of these non-leaf concepts, a vast maj28y111) have at least two children, i.e., comply
with principle T;. For examplel.imb has two childrenUpper limbandLower limh However, 257
of non-leaf concepts (about 1%) have a single clidldamples of such concepts inclulliweolus
(single child:Pulmonary alveolus Intercostal artery(single child:Supreme intercostal artery
andOrgan component of rectu(aingle child:Non-striated muscle fiber of rectyim

The distribution of the number of children per cepichaving more than one child is shown in
Figure 2 (cumulative frequency). About 79% of thesacepts have two children, 18% have be-
tween 3 and 10 children, and 2.7% have betweemd18@ children. Only 0.1% of these concepts
have more than 50 children. Overall, 95% of theceqits have seven children or less. Principle
does not specify precisely the higher bound fomimaber of children per concept [24]. Intuitively,
however, an unusually large number of childrenlatreely to other concepts in the same ontology
— is likely to reflect inadequate classificatiorable 3 shows some examples of concepts with a
large number of children.

100%

95%+
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85%-
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Cumulative frequency

75%+
2 3 4 5 6 7 8 9 10 20 30 40 50 100 221

Number of children per concepts

Figure 2 — Distribution of the number of childreer goncept (cumulative frequency)

® The limitations of such a transitive closure whsegeral kinds of partitive relations are mixediscussed in section
7.1.



Table 3 — Examples of concepts with a large nurobehildren (#)

Concept name # Children (partial list)
Set of arteries 221 | « Ventral branches of aorta e Set of arteries of brain
« Set of short posterior ciliary arteries +  Set of muscular arteries
» Set of long posterior ciliary arteries
Organ component 218| « Fascia of muscle ¢ Organ component of diaphragm
of muscle (organ) + Organ component of muscle of arm « Intertubercular tendon sheath
General anatomical 186| « Right side of jaw * Body space
term e Left side of jaw e General anatomy
e Muscle * Blood cell
*  Ocular muscle
Set of veins 164| « Set of veins of heart * Set of temporal veins
e Set of right ventricular veins « Set of deep temporal veins
e Set of left ventricular veins e  Set of superficial veins
Anatomical line 125| « Groove *  Anterior border of testis
¢ Groove for transverse sinus e Posterior border of testis
¢ Crest Crest of round window +« Border of uterus

6.4. Existence of differences among siblingg (T

For every concept having more than one child, veated a list of all the relations in which each
child was involved, and we identified the childrkaving exactly the same sets of relations. In
other words, siblings sharing identical relationthwether concepts were grouped together.

11,319 such groups of siblings were identifiedyesponding to 11,199 distinct parent concepts.
As illustrated in Figure 3, 48% of the 23,111 cqitsehaving more than one child have at least two
children sharing identical relations to other case For examplel.igament of right wristand
Ligament of left wristire siblings (children dfigament of wrigtand exhibit no differences in their
relations to other concepts. In practice, the tibings — as represented in the FMA — differ only
by their names.

Not surprisingly, this phenomenon is more frequenthe children of concepts having a large
number of children. Among the 31 concepts havioegnf50 to 221 children, there is only orge(
of jointy whose children can be distinguished from eacleraly their relations to other concepts.
In contrast, the children of the other 18 concepdsibit no differences among most of their sib-
lings.



[ Concepts = 69,889 ]

4[ Leaf concepts = 46,521 (67%) ]

Non-leaf concepts = 23,368 (33%) ]

4[ Single-child concepts = 257 (1%) ]
4[ Multiple-child concepts = 23,111 (99%) ]
4[ At least two siblings do not differ = 11,199 (48%) ]

All siblings differ = 11,912 (52%)

Figure 3 — Existence of differences among siblings

6.5. Existence of a single classification criterion #ach concept @)

Unlike many other biomedical ontologies, the FMAsigxplicit classification criteria for its top-
and mid-level concepts. These criteria are expoets®ugh textual, Aristotelian definitions (e.qg.,
Material physical anatomical entityPhysical anatomical entity which has mass) antedimes,
properties (e.g.HAS INHERENT3D SHAPEIs true forAnatomical structureand false foBody sub-
stanc@. However, when present, classification critenia aot systematically identifiable through
properties in the FMA. Moreover, no classificaticmiterion is recorded for concepts close to the
leaf level. Therefore, checking compliance witmpiple T4 can not be systematic and automatic.
In a limited number of cases, however, a clasgifioacriterion can be identified from the names of
the children of a given concept. Laterality (riggitt) offers an example of such criterion, where a
conceptx has childrerLeft xandRight x In this case, according to principlg, X should have no
other children than these tvd=or simplicity reasons, and because it is a feegfieature in anat-
omy, we limited our study to laterality.

16,181 concepts in the FMA have children whose saexhibit a laterality marker (right/left),
accounting for 70% of the 23,111 concepts with pldtchildren in the FMA. For examplBase
of patellahas two childrenBase of right patellaandBase of left patellaand the two children of
Cardiac chambermare Right cardiac chambeand Left cardiac chamberLaterality is the single
classification criterion for nearly 95% of the 18]1concepts, including, for exampRase of pa-
tella. Such cases are in compliance with principle

858 (5%) of the 16,181 concepts exhibit multiplassification criteria. For example, as illus-
trated in Figure 4, in addition ®ight cardiac chambeandLeft cardiac chamberchildren ofCar-
diac chambearlso includeCardiac atriumandCardiac ventricle Cardiac chambers classified by

® There are a few exceptions to this principle. &ampleLeaflet of pulmonary valvieas three childrerRight leaflet
of pulmonary valve Left leaflet of pulmonary valyandAnterior leaflet of pulmonary valve



two criteria: laterality Right cardiac chambeandLeft cardiac chamb@rand morpholog¥y(Car-
diac atriumandCardiac ventricl@. Interestingly, the two children classified byelity are further
classified by morphology (e.cqRight atriumandRight ventriclefor Right cardiac chambgr Simi-
larly, the two other children a@ardiac chamberorresponding to the morphology criterion should
be further classified by laterality (dotted lines Figure 4). However, this would make concepts
such aslLeft ventriclehybrid concepts, inheriting from botBardiac ventricleand Left cardiac
chamber which is not allowed in the FMA where single intence is the rule.

Cardiac
chamber
Right cardiac Cardiac Cardiac Left cardiac
chamber atrium ventricle chamber
Right Right Left Left
atrium ventricle atrium ventricle

Figure 4 — Classification dfardiac chambem the FMA

6.6. Incompatible relationships (RR., and R)

Principle Ry: The transitive closure created fisfA and forPARTFOF (see section 6.2) is used to
check the presence of incompatible relatiorsisA, y> and <, PARFOF, y>. For every pair of
conceptsx andy, the presence of both /7 isaTransClosure(xandy /7 partofTransClosure(x)s
checked.

Among the 1,105,164-A relations and 972,6 1R2ARTFOF relations — direct and indirect — in the
FMA, only 309 pairs of concepts stand in batta andPARTOF relation. For exampléiuricle of
atrium hasis-A andREGIONAL PART OFelationships tduricle of heart 30 concepts include all their
children also as parts (e.@wricle of hear}. Figure 5 shows an example where the incompatble
A andPARTOF relations are both indirect and therefore moréatilt to detect by manual review.

PrincipleR: For each concept a set of all concepts having a pathxte direct or not — through
the relationshigcONSTITUTIONAL PART OB created. A similar set of concepts is createcdeich of
the three other relationshipsySTEMIC PART QRREGIONAL PART OFand2D PART OF The presence of
a concept in more than one set indicates inconlpatations.

Among the 222,994 pairs of concepts standing ileagt one of the four kinds of incompatible
PART OFrelations, 123,353 (about 55%) stand in more trankind ofPART OFrelation. For exam-
ple, Prostatic lobulestands iTCONSTITUTIONAL PART QFSYSTEMIC PART QFRANAREGIONAL PART OHRO

"The myocardium of the atrium and ventricle diffier, example, in structure and thickness.



Prostatic gland The large number of incompatible partitive redas in the FMA comes from the
strategy adopted during the modefing

PrincipleR3: For each pair of conceptsandy standing in eitheBRANCH OFOr TRIBUTARY ORe-
lation, the transitive closure created fein and forPARFOF is used to check the presence of in-
compatible relations (e.g.X<BRANCH OF y> and <, IS-A, y>). SINnCEBRANCH OFandTRIBUTARY OF
are not transitive, only direBRANCH OFandTRIBUTARY ORelations need to be searched.

Among the 6,989 pairs of concepts linked by diEFgANCH OFOr TRIBUTARY ORelationships, 21
were identified as also standingiga relation. For exampld,ingual branch of vagus nernfesis-

A andBRANCH OFrelationship tdPharyngeal branch of vagus ner480 pairs of concepts linked by
direCtBRANCH OFor TRIBUTARY ORelationships (about 6%) were identified as atanding inPARF
OF relation. For exampldnternal iliac arteryis in bothPART OFandBRANCH OFrelationship with
Common iliac artery

Myocardium

A
IS-A REGIONAL PART OF

Myocardium of
subdivision of atrium

A
Myocardium of right

IS-A -
atrium
Myocardium proper
A
IS-A REGIONAL PART OF

Myocardium proper of
right atrium

Figure 5 — Indirects-A andPART OFincompatible relations in the FMA

8 Whenever aarror relation is added to a concept, all theror slots are populated simultaneously, leaving the bu
den of removing the non-relevant ones to the auffius issue is being addressed.



6.7. Dependence (Dand D)

PrincipleD;: For each term in the form &ubdivision of or Organ component of,>a system-
atic check was made for a concept with namreferred names and synonyms were both used in
this process.

1,980 terms in the FMA contain either “subdivismfii or “organ component of”. In 1,809 cases
(91%), the concept on which they depend was presghe FMA, e.g..-Temporal part of heaéor
Subdivision of temporal part of heddowever, in 171 cases (9%), this concept wasiabhed in
the FMA. For example, the concdpgpper premolar tooths absent althougBubdivision of upper
premolar toothexists.

Principle D2: The existence of a direeaRFOF relationship is checked between each concept
whose name contains “wall” and some other conckgain, both preferred names and synonyms
were used in this process.

There are 1,321 terms containing “wall” in the FM#&rresponding to 1,068 concepts. 682 of
these (64%) exhibit the expecteaRTOF relation, e.g.<Wall of gut,REGIONAL PART OFGut>. For
the remaining 386 (36%), however, there is no eRpHARTOF relationship to any other concept
(e.g.,Nail wall). This is precisely what the techniques we dewedoior acquiring implicit relations
are meant to address. In all but three cases th#ge techniques were able to generate the missing
partitive relations. In 75% of the cases, the migselation was obtained by augmentation (i.e., by
analyzing concept names). For exampiBail wall, PARFOF, Skin>can be created fromNail
wall, 1Is-A, Organ component of skingreified PARTOF relation). In 24% of the cases, the missing
relation was generated by inference. For exampée reélation<Wall of portal vein properpARF
OF, Portal vein>can be inferred fromWall of portal vein properis-A, Wall of portal vein>and
<Wall of portal vein,PART-OF, Portal vein>

6.8. Co-dependence of equivalent relations &8d G)

Some relations in the FMA are redundant, suckx@ss-A, subdivision of y>and<x, PARFOF,
y>, when both are explicitly represented. A relatidnich is explicitly represented may also be re-
dundant with a combination of other explicit rebais. As mentioned earlier, it is important that the
co-dependence between these equivalent relatiomgifde C,) or sets of relations (principlg,)
be clearly identified.

Among the 147,077 dire®ART-OF relations explicitly represented in the FMA, wesndified
5,546 relations (4%) equivalent to some relations. For examplesFascia of musclepARFOF,
Muscle (organ)>is equivalent te<Fascia of muscleis-A, Organ component of muscle (organ)>
We also identified 45,800 relations (31%) equivatensome combinations of relations. For exam-
ple, <Upper lobe of lungPARFOF, Lung> is equivalent to<Upper lobe of lungjs-A, Lobe of
lung> and<Lobe of lung PARFOF, Lung>.



6.9. Consistency of implicit relations;(&nd b)

A large number of implicit relations were made @ipby the augmentation and inference tech-
niques presented earlier. These relations are teghém be consistent with themselves (princlp)e
and with the relations explicitly represented (piite I,). The technique used to check the consis-
tency of implicit relations is similar to that ustxt principlesH; andHy, (i.e., checking the transi-
tive closures ofs-A andPARTOF relationships respectively for each concept), wiih difference
that the sets of relations now include implicittens.

The implicit relations are generally consistentwviiemselves except in two cases. For example,
the explicit relation<Surface of umbilicusis-A, Subdivision of surface of umbilicusmplicitly
represents a direeARTOF cycle <Surface of umbilicussARFOF, Surface of umbilicus>Combin-
ing 1IS-A andPARTOF relations contributed to the identification of 8ytles. Examples includear-
diac muscle of atriumis-A - Cardiac muscle (tissue)ceNSTITUTIONAL PART Ok Cardiac muscle
of atrium andSmooth muscles¥STEMIC PART OF Muscularis mucosae of stomacis-A - Mus-
cularis mucosaels-A - Smooth muscle

In all but two cases, the implicit relations aresistent with the relations represented explicitly.
For example, the explicit relatiorApex of urinary bladderns-A, Subdivision of urinary bladder>
implicitly representsApex of urinary bladdemARFOF, Urinary bladder> This conflicts with the
explicit relation<Apex of urinary bladderReGiONAL PART Urinary bladder> Note that when im-
plicit and explicit relations conflict, a human rew is needed to determine which relation is valid.
In this particular case, the explicit relatisApex of urinary bladderREGIONAL PART Urinary blad-
der> is wrong.

7. Discussion

7.1. Limitations of this study

The fifteen principles presented in section 5 férick we provide an operational definition are
not always theoretically sound, are far from cortggland rely in part on terminological features.

Soundness issues. As mentioned in section 6.2, one obvious limiatof this approach is the use
of a transitive closure ®fARFOF where several kinds of partitive relationships miged, some of
which are not transitiV@ As a consequence, some of the partitive relagioesent in such a transi-
tive closure may not hold and conflicts detectetivben such relations and other relations may be
false positives. In practice, however, most of gheitive relations generated in this process e i
deed valid and the benefit of over-generating i@tstoutweighs the risk of falsely identifying con-
flicts. Analogously, some relations generated f@oombination ofs-A andPARTOF relations may
not hold. For examplesLeft eyeball PARFOF, Eye>is not true (not everigyehas a_eft eyeballas
its part), although it was generated fretheft eyeball,is-A, Eyeball> and <Eyeball, PARFOF,

® <Apex of urinary bladderREGIONAL PART OFUrinary bladder>is accurate (the relationshipsGIONAL PARTANd
PARTOF go in opposite directions)

9 Such a transitive closure was originally creatsdiie purpose of aligning two ontologies of anatoBecause the
specific partitive relationships defined in eachobogy were different, we relied on their least ecoon subsumer — a
genericPARTOF relationship — for comparing the two ontologies.



Eye>. Therefore, the practical limitation of this apacb is the need for a human review of the
problems identified. In other words, when impleneehin an ontology development environment,
such mechanisms should be used to draw the atteationtology developers, not for the auto-
matic resolution of conflicts.

Completeness issues. To some extent, a similar objection can be mdumiataxonomic rela-
tions. Although there is only ons-A relationship in the FMA, the relatiorRight cardiac cham-
ber,i1s-A, Cardiac chamber>and<Cardiac atrium,is-A, Cardiac chamber>actually exhibit differ-
ent kinds ofis-A (topological and morphologis-A, respectively). The uncontrolled useisfa to
signify different sorts of relations results in wi@auarino has calleds-A overload’, which is often
associated with examples of incorrect subsumpti). [In contrast, the use of explicit subsump-
tion links would enable a large taxonomy such &sRNIA to be subdivided ipartitions — in this
example, a topological (left/right) partition anar@rphologic (atrium/ventricle) partition — within
which taxonomic reasoning can be more reliably greneéd. The various partitions would yield
complementary views on different aspects of onethadsame reality. The formal theory underly-
ing such partitions is presented in [26].

In addition to explicit subsumption links, additadrprinciples could be based on concepts prop-
erties not expressed through inter-concept relghi@s (e.g., constraints on slot values); the in-
compatibility among some associative relationslupsld also be exploited. More generally, the
principles defined in this study largely rely oretlstructural features of an ontology. Formal-
ontological principles defined, for example, in Ji#ould of course constitute a powerful comple-
ment to our approach.

Terminology issues. Our method for assessing the dependence amormngutsnin an ontology
mostly relies on the lexico-syntactic features @ficept names. However, collecting the names of
entities is the objective of terminology, not oogy. Although the FMA provides a rather exten-
sive list of names for each concept, other ontel®gif anatomy do not (e.g., GALEW Therefore,
the applicability of our dependence principlesksly to vary among ontologies.

7.2. Why do ontologies fail to comply with modeling pijples?

In this analysis, the FMA complies overall with &fteen principles to a large extent. However,
the compliance is complete only with principle: the absence o§-A cycles; non-compliance with
the other principles ranges from a few occurrerfeas, for principlel,: consistency between im-
plicit and explicit relations) to about 50% (e.fpr principle T3: presence of explicit differences
among siblings). There are many reasons why congsiaf the FMA with the other fourteen prin-
ciples is less than complete. The most obvioukasthe FMA is considered by its authors and cu-
rators to be incomplete and still evolving, withge segments of the ontology awaiting population
with relationships. We believe, however, that timgle most important factor is the lack of support
for modeling principles in ontology development eorments. This is the case not only in frame-
based systems such as Protégé-2000 — used foodmgthe FMA — but also, as noted by Gol-
breich and al., in description logic-based systentduding OWL editors [27].

In the absence of built-in mechanisms for enfora@ngsistency, the burden of assessing it lies
with the developers of the ontology. In a largeotody such as the FMA, maintaining consistency

1 http://www.opengalen.org/



without automatic mechanisms is a considerablelerigd and the relatively small number of con-
flicts identified in this study reflects the carkfuork of its team of developers. Although ontology

development environments such as description lbgsed systems provide some support for
checking consistency, their use does not neceggardure compliance with all principles [4]. The

approach proposed in this paper, although limigthdependent of any formalism or environment
and is therefore applicable to (or adaptable by3troatologies.

7.3. Explicit articulation of modeling principles and plendence relations

Making explicit the classification criterion usea & subsumption link — as suggested earlier —
would result not only in reliable reasoning, bugcain more consistent ontologies. Labelisg
relations with the underlying classification criter would, for example, enable the identificatidn o
gaps along hierarchical paths for a particulaedon. By representing some classification criteria
through slots (e.gHAS MASY the FMA exposes the most salient propertiesnat@mical entities.
However, other classification criteria are desatis®lely in textual definitions, preventing com-
puters from reasoning automatically about thegerai

Similarly, we believe that the explicit represematof dependence relations among concepts and
co-dependence between sets of equivalent relatonstitutes an important step towards more
consistent ontologies. Such a representation wmake it possible to alert the developers of on-
tologies when any of the dependent concepts orepeftent relations are about to be modified.
Additionally, the ability to establish equivalenbetween relations across ontologies constitutes a
key factor for aligning ontologies developed undiffierent principles.

These measures would of course be complementaexisbing techniques such as OntoClean
and other formal ontological approaches to assgssid enforcing consistency.
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